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Abstract—Estimating reliable class membership probabilities is of vital importance for many applications in data mining in which classification results are combined with other sources of information to produce decisions. Other sources include domain knowledge, outputs of other classifiers or example-dependent misclassification costs. In this paper we revisit the problem of classification calibration motivated by the issues of the isotonic regression and binning calibration. These methods can behave badly on small or noisy calibration sets, producing inappropriate intervals or boundary generalization. We propose an improvement of the calibration with isotonic regression and binning method by using bootstrapping technique, named boot-isotonic regression and boot-binning, respectively. Confidence intervals obtained by repeatedly calibrating the set sampled with replacement from the original training set are used for merging unreliable or too narrow calibration intervals. This method has been experimentally evaluated with respect to two calibration measures, several classification methods and several problem domains. The results show that the new method outperforms the basic isotonic regression and binning methods in most configurations.

Index Terms—probabilistic calibration for classification, bootstrapping, isotonic regression, binning, quality measures, confidence interval.

I. INTRODUCTION

It is desirable that a classification method produces membership values that reflect the assessment uncertainty of an observation belonging to a particular class. The aim of calibration is to transform or calibrate unnormalized scores into the probability space to give a reliable and realistic impression of the uncertainty assessment. A comparative study [1] revealed that isotonic regression and Platt calibration [13] are most effective general probabilistic calibration techniques. However, simple binning averaging method [3] often behaves well in transforming the original uncalibrated estimated probabilities.

Loosely speaking we can think of a calibration function as a probabilistic scaler. This works by letting the numerical base classifier predict the examples in the calibration set and then fitting a scaling function that maps the predicted values to probabilities in a way that is optimal with respect to the true classes. Special care must be taken to avoid overfitting the training set and usually predictions used as input for the calibration step are joined in calibration set, separated from the training examples used by classifiers.

Both isotonic regression and binning have many problems when there is not enough data or provided data is noisy. The general problem of the scalers is that the small number of outliers may receive extreme values of the decision function, which gives them the highest influence on the form of the scaling function. Specifically in isotonic regression and binning, the errors in some examples distribute to all examples in the corresponding section, but since there are only a few of them and sections are small, the final calibration returned by isotonic regression or binning method can get greatly influenced by few outliers.

This paper is organized as follows, in section II, some of the most known calibration methods and evaluation measures are reviewed. Next, section III presents our improvement of calibration employing bootstrapping technique for merging unreliable intervals returned by isotonic regression and binning method. An experimental evaluation of proposed methods with respect to various classifiers, problem domains and quality measures is included in section IV. Finally, section V provides conclusions and points out future work.

II. RELATED WORK

Many calibration techniques have been proposed in the literature [9], including softmax scaling, calibration of Gaussian modelling of the decision function, beta scaling, Platt calibration, isotonic regression and binning. The two latter methods are investigated in this paper. An empirical study [1] reviewed the dependency between optimal calibration strategy and learning algorithm. While Platt calibration is suitable for maximum margin methods [11] such as SVMs or boosting, isotonic regression performs consistently well for large data sets, but suffers from overfitting on small data sets.

Estimating probabilities and confidence values is crucial in many real applications. If probabilities are accurately predicted, decisions with good assessment of risks and costs can be made.

Calibrated probability estimates are needed when a cost sensitive decision must be made about each example in a data set, and the costs associated with different examples are different [3]. Additionally, the integration of these techniques with other models such as multi classifiers or with previous knowledge is more robust [7].

In real problems when we have to make several related decisions at a time, the joined best local decisions do not always give the best global result [10]. In this configuration each local model is a data mining model which accompanies its predictions with probabilities. Having single problem unrealistic probabilities will probably not matter but combining several non realistic probabilistic models can make the overall model diverge, as bad local estimations distort the global result.
One solution to presented problems above is calibration. In classification probabilities can represent degrees of confidence, especially in binary classification, thus accompany each prediction with a score of reliability. For this reason, instead of redesigning existing methods to obtain good probabilities, several calibration techniques have been developed. Generally, a calibration technique is a postprocessing technique aimed at improving any existing machine learning method: decision trees, kernel methods, neural networks, instance-based methods, Bayesian methods etc.

We use the following notation. Given a data set $T$, it contains $n$ examples noted as $x_i$ and $c$ denotes the number of classes. An actual probability of example $x_i$ belonging to class $j$ is represented by $\hat{f}_{i,j} = P(C = c_j|x_i)$ and is strictly not a probability but an indicator function, $p_j$ denotes the prior probability of class $j$. The estimated probability of example $x_i$ to be of class $j$, given a particular classifier, is $P_{est}(C = c_j|x_i)$ and calibrated probability is noted as $\hat{f}_{i,j} = P_{cal}(C = c_j|x_i)$. In terms of calibration univariate means that the set of possible classes consists only of two classes, $c = 2$, which simplifies our notation.

A. Univariate Calibration Methods

Different calibration approaches can be applied depending on the task [10]. The most common calibration approaches are summarized in table I. However in this paper we focus on classification problems and specifically on type of probability calibration.

<table>
<thead>
<tr>
<th>Task</th>
<th>Addressed problem</th>
<th>Calibration target</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classification</td>
<td>Expected class distribution is different from real class distribution</td>
<td>prediction</td>
</tr>
<tr>
<td>Classification</td>
<td>Expected probability of correct guesses differs from real proportion</td>
<td>probability</td>
</tr>
<tr>
<td>Regression</td>
<td>Expected output differs from real average output</td>
<td>prediction</td>
</tr>
<tr>
<td>Regression</td>
<td>Expected density functions are too narrow or broad</td>
<td>probability</td>
</tr>
</tbody>
</table>

This section surveys different approaches to provide calibrated probability estimates, these include (i) simple normalization, (ii) a function mapping from the membership values to calibrated probability, (iii) derivation using Bayes rule, and (iv) optimization of the Beta distributed random variable to obtain calibrated values.

1) Simple Normalization: Normalized membership values do not cover the assessment uncertainty of an observation belonging to a class, therefore these methods have no probabilistic background and are only used for pre-calibration [12] – after normalization scores meet the mathematical requirements for a probability. Boundary values such as in regularization of unnormalized scores are transformed to boundary membership probabilities with $p_{i,j} = 0.5$. More sophisticated normalizations are E-calibration and its special variant softmax calibration [9], [10]. Nevertheless these are just (non) linear transformations and should not be used for determination of membership probabilities.

2) Calibration Using Mapping: Univariate calibration with mapping is the search for a function which maps a membership value $p_i$ to a calibrated conditional probability for positive class $f_i$. The mapping function is learned with one of regression techniques, such as logistic, piecewise logistic and isotonic regression.

Binning [5] is the simplest method for calibration that uses mapping function. It works by first ordering the examples by increasing values of predicted probabilities. Then, the ordered examples are divided into a pre-defined number of segments, each of which contains a constant number of examples. These segments are called the bins. For each segment $s$, its lower and upper bounds are determined and mean predicted probability of the examples that fall into $s$ is estimated, the latter is the corrected probability estimate returned by binning method [3].

Binning is a parametric calibration method as the number of bins must be specified in advance. Its main weakness is the fixed number of examples in each formed segment [10]. It might happen that the algorithm averages probabilities of examples which should be in different segments and thus the error increases for both segments; in the first segment due to examples with higher probabilities and the second segment lacks examples that have been attributed to the first segment.

Platt presents a parametric approach for fitting a sigmoid that maps estimated probabilities into calibrated ones; this method is known as Platt scaling or Platt logistic regression [13]. Accepted method for the calibration of membership values is to model the log odds of the conditional probabilities

$$g(i) = \log \frac{\hat{f}_i}{1 - \hat{f}_i}$$

as a (linear) function $g$ of the membership values for the positive class, which leads to the derivation of the calibrated conditional probability

$$\hat{f}_i = \frac{1}{1 + e^{-g(i)}}$$

Platt selected $g$ to be a linear function $g(i) = A \cdot p_i + B$ with scalar parameters $A$ and $B$. Using this linear function the calibration function gets typical sigmoidal shape. The estimators $A$ and $B$ can be found with the optimization procedure model-trust algorithm [13].

Platt’s logistic regression has been extended by applying piecewise instead of full logistic regression [20]. Different from Platt’s model is that log odds are not regarded as a linear function of membership values but instead as a piecewise linear function with four knots separating membership values into three areas; (i) obvious decision for negative class, (ii) hard to classify and (iii) obvious decision for positive class. The log odds are fitted separately as a linear function in each of these three areas.

Another method that uses mapping function for calibration is isotonic regression. Isotonic regression [12] relies on the monotonicity assumption, meaning the true conditional class
probability $f_i$ is an isotonic (monotonically increasing) function of the values of the learners decision function. This is a non parametric method which leads to a stepwise constant mapping function. Isotonic regression applies the basic model

$$\hat{f}_i = g(i) + \epsilon_i,$$

where $g$ is an isotonic function and $\epsilon_i$ an individual error term. A non-decreasing mapping function $\hat{g}$ can be found given a training set with learned membership values $p_i$ and binary class labels $f_i$ so that

$$\hat{g} = \arg \min_h \sum_{i=1}^{n} (f_i - h(p_i))^2$$

holds. Pair-adjacent violators (PAV) algorithm is used to fit the training set according to this mean square error criterion. It has been shown [8] that isotonic regression based calibration using PAV algorithm is equivalent to the ROC convex hull method and instead of using isotonic regression convex hull computation can be used.

Platt scaling is effective when there are sigmoid-shaped distortions in the predicted probabilities [1]. Isotonic regression is more powerful and can correct any monotonic distortions. Unfortunately, sometimes this is not a benefit. A learning curve analysis shows that isotonic regression is prone to overfitting when data is scarce and can perform worse than Platt scaling [1].

3) Calibration via Bayes Rule: It consists of two steps to supply membership probabilities [6]. At first the positive unnormalized class scores are split into two groups according to their true class. Secondly, membership probabilities are determined by application of Bayes theorem to class conditional probabilities and class priors. The latter can be easily estimated from the training set, but the choice of the distribution type for the class conditional probabilities is crucial. Standard assumption is Gaussian or asymmetric Laplacian distribution [9].

4) Calibration Using Assignment Values: Calibration method proposed in [6] splits the unnormalized scores for a chosen class, here instead the membership values are partitioned according to their assignment [21]. Membership values are modelled separately in each partition as Beta distributed random variables.

Methods listed in this subsection are designed for binary classification and for most of them it is not trivial to extend them to multi class problems.

Multivariate extensions are introduced in [9] including the standard procedure of reduction to binary classification tasks with subsequent pairwise coupling and calibrator based on the Dirichlet distribution. With Dirichlet calibration method the output of the binary reduction algorithms are first transformed into Beta distributed random variables and then combined to realizations of a Dirichlet distributed random vector.

B. Calibration Quality Measures

Calibration is defined as the degree of the approximation of the predicted probabilities to the actual probabilities. More precisely, a perfectly calibrated classifier is the one, for which the following holds: for a sample of examples with predicted probability $p$ the expected proportion of positives is close to $p$. Evaluation measures are extensively surveyed in [14].

Commonly used measures include: (i) mean squared error (MSE), (ii) log-loss [18], (iii) calibration by overlapping bins [16], (iv) calibration loss [19], (v) H-hat and (vi) chi-squared test through Hosmer-Lemeshow C-hat [10].

Calibration can clarify the relationship between ROC analysis and the AUC based measures, [8] and [19]. A perfectly calibrated classifier always gives a convex ROC curve. Although a classifier can produce very good rankings and high AUC, the estimated probabilities might differ from the actual probabilities. Calibration loss for class $j$ is defined as the mean squared deviation from empirical probabilities that are derived from the slope of ROC segments:

$$\text{CalLoss}(j) = \sum_{b=1}^{r_j} \sum_{i \in s_{j,b}} (\tilde{f}_{i,j} - \sum_{b | s_{j,b}} f_{i,j})^2 / |s_{j,b}|,$$

where $r_j$ is the number of segments in the ROC curve for class $j$, i.e. the number of different estimated probabilities for class $j : |\tilde{f}_{i,j}|$. Each ROC segment is denoted by $s_{j,b}$ with $b \in \{1,2,\ldots,r_j\}$ and defined as

$$s_{j,b} = \{i \in 1,2,\ldots |\forall k \in 1,\ldots n : \tilde{f}_{i,j} \geq \tilde{f}_{k,j}, i \notin s_{j,d}, \forall d < b \}.$$

In this paper we use mean squared error or Brier score, log-loss and calibration by overlapping binning. Although Brier score was originally not a calibration measure it was decomposed in terms of calibration and refinement loss [17], [19]. An idea of decomposition is that data is organized into bins and the observed probability in each bins is compared to the predicted or global probability. Log-loss is Kullback-Leibler divergence between real and inferred model and is defined as

$$LogLoss = \sum_{j=1}^{c} \sum_{i=1}^{n} f_{i,j} \log \tilde{f}_{i,j} / n.$$
sets which is often shown as too many or too few bins and poor generalization on the edges of bins.

The core of our approach is to use bootstrapping sampling technique to compensate for distortions when the calibration set is insufficient for straightforward calibration.

Based on this reasoning we have improved isotonic regression and binning calibration method by using bootstrapping statistical technique and we refer to our proposed methods as boot-isotonic regression and boot-binning, respectively.

We have split the method into four stages.

In the first stage a new data set is constructed which is obtained by random sampling with replacement from the original data set. This bootstrapped sample which is of the same size as the original data set typically consists of only 63% different original examples and 37% examples are not occurring in the sample. Using this information, a new set is constructed; sampled examples are used as a training set and the remaining 37% examples of original train set as a calibration set.

In the second stage a prediction model is devised on the newly formed training set with a classification method of user’s choice. Based on the built classifier’s predictions for examples in the calibration set, a procedure for standard binning method or isotonic regression is called, returning calibrated probabilities.

Third stage consists of repeating first and second stage \( r \) times. In addition calibrated probabilities are recorded in each repetition.

In the fourth stage the final calibration is performed which combines unreliable and too narrow bins, possibly returned by calibration methods. Using non parametric Wilcoxon signed-rank test a non parametric confidence interval and a pseudomedian estimate is obtained for each example \( x_i \) of the data set. This is possible due to recorded calibrated probabilities obtained from third stage.

Based on confidence intervals and pseudomedians we construct final bins by continually merging two sets of intervals obtained from two repetitions of second stage. Individual bin is discarded if it does not contain a minimum number of confidence intervals \( T_{count} \), a confidence interval of example \( x_i \) is said to be contained in a bin if a bin intersects a specified fraction \( T_{in} \) of it. Probabilities are merged accordingly.

Boot-binning and boot-isotonic regression are parametric methods. Specifically, it must be specified: (i) \( r \), the number of iterations in third stage; (ii) \( T_{count} \), confidence interval threshold; and (iii) \( T_{in} \), intersection between confidence interval and an individual bin.

### IV. RESULTS

#### A. Experimental Configuration

Our main hypothesis is that proposed methods, boot-isotonic regression and boot-binning, significantly improve calibration results obtained with isotonic regression and binning, respectively.

The proposed methods have been evaluated in different settings, on a total of 10 data sets from the well known UCI machine learning repository [15], these are listed in table II. The chosen data sets cover a wide range of complexity, dimensionality and various types of attributes. In all data sets nominal attributes have been dichotomized. Multi class data sets have been converted to binary tasks by joining several smaller classes to one or selecting two largest classes. Type of conversion of multi class data sets is noted in table II.

Five different methods for classification have been tested (i) decision trees (DT), (ii) support vector machines (SVM), (iii) random forests (RF), (iv) boosting (Boost), and (v) naive Bayes (NB). The calibration methods used in the experiments are (i) binning (Binn), (ii) isotonic regression (IR), (iii) boot-isotonic regression (B-IR) and (iv) boot-binning (B-Binn). Firstly, we compare classification methods without calibration (Base). It is understandable that calibration would not have had any sense if the results had not been improved. Calibration is evaluated with the CalBin and MSE quality measures.

Methods are evaluated in a setting using training, calibration and test set. This is because calibration methods can use or not an additional data set for calibration. Each data set is first split into two different subsets: the training set and the test set with the sizes of 80% and 20% of the examples, respectively. This splitting is done uniformly at random before the testing starts and all methods use the same division of particular data set.

Boot-binning and boot-isotonic regression internally implement splitting the train set to obtain calibration set using bootstrapping as described in section III. That is, in tests with boot-binning and boot-isotonic regression we provide the train set as input to these techniques.

In tests with binning and isotonic regression calibration set is obtained by randomly choosing 30% from the train set. Newly formed training set is used to train a classifier, probabilities of the model are calibrated on the calibration set and corrected results are tested on the test set.

<table>
<thead>
<tr>
<th>No.</th>
<th>Data set</th>
<th>Size</th>
<th>Nom.</th>
<th>Num.</th>
<th>Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Monks1</td>
<td>556</td>
<td>6</td>
<td>0</td>
<td>binary</td>
</tr>
<tr>
<td>2</td>
<td>Mushroom</td>
<td>8124</td>
<td>22</td>
<td>0</td>
<td>binary</td>
</tr>
<tr>
<td>3</td>
<td>Adult</td>
<td>32561</td>
<td>8</td>
<td>6</td>
<td>binary</td>
</tr>
<tr>
<td>4</td>
<td>House voting</td>
<td>435</td>
<td>16</td>
<td>0</td>
<td>binary</td>
</tr>
<tr>
<td>5</td>
<td>Tic-Tac</td>
<td>958</td>
<td>8</td>
<td>0</td>
<td>binary</td>
</tr>
<tr>
<td>6</td>
<td>Marketing</td>
<td>8993</td>
<td>13</td>
<td>0</td>
<td>&quot;1&quot; vs. rest</td>
</tr>
<tr>
<td>7</td>
<td>Yeast</td>
<td>1484</td>
<td>0</td>
<td>8</td>
<td>&quot;NUC&quot; vs. &quot;CYT&quot;</td>
</tr>
<tr>
<td>8</td>
<td>Breast Cancer</td>
<td>286</td>
<td>9</td>
<td>0</td>
<td>binary</td>
</tr>
<tr>
<td>9</td>
<td>Ionosphere</td>
<td>351</td>
<td>0</td>
<td>34</td>
<td>binary</td>
</tr>
<tr>
<td>10</td>
<td>Breast cancer</td>
<td>699</td>
<td>0</td>
<td>9</td>
<td>binary</td>
</tr>
</tbody>
</table>

Each test consists of first selecting a data set on which to perform test, classification method and calibration technique. We then perform 30 repetitions for each such combination, that is for 10 data sets, 5 classification methods and 5 calibration approaches a total of 7500 (7500 = 30 · 10 · 5 · 5) tests. For each test the calibration results on the test data set are evaluated.
with respect to CalBin and MSE quality measure. Final CalBin and MSE measures for a data set–classifier–calibration choice are obtained by averaging CalBin and MSE measures over 30 repetitions.

Table III lists classification algorithms' configurations used in experimental evaluation.

Table IV lists calibration techniques' configurations used in experimental evaluation.

### Table III
**Classification Algorithms' Configurations Used in Experimental Evaluation.**

<table>
<thead>
<tr>
<th>Method</th>
<th>Configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>DT</td>
<td>Gini Index attribute selection; min. instances in leaves = 2; pruning with m-estimate, m = 2</td>
</tr>
<tr>
<td>SVM</td>
<td>C-SVM; RBF kernel; tolerance, $p = 0.5$; precision $\epsilon = 0.001$; data normalization</td>
</tr>
<tr>
<td>RF</td>
<td>100 trees in forest; growth control, min. $g = 5$ examples</td>
</tr>
<tr>
<td>Boost</td>
<td>Classification tree weak classifier; number of created classifiers $n_{th} = 5$</td>
</tr>
<tr>
<td>NB</td>
<td>Laplace succession for prior distribution; m-estimate with $m = 2$ for conditional probability</td>
</tr>
</tbody>
</table>

### Table IV
**Calibration Techniques' Configurations Used in Experimental Evaluation.**

<table>
<thead>
<tr>
<th>Method</th>
<th>Configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>IR</td>
<td>non parametric</td>
</tr>
<tr>
<td>Binn</td>
<td>$\theta_{binn} = 0.07</td>
</tr>
<tr>
<td>B-IR</td>
<td>$T_{in} = 0.7, 0.3, 0.4, 0.3, 0.1, r = 20, T_{count} = 0.1</td>
</tr>
<tr>
<td>B-Binn</td>
<td>$T_{in} = 0.7, 0.3, 0.4, 0.3, 0.1, r = 20, T_{count} = 0.1</td>
</tr>
</tbody>
</table>

Evaluation is performed within R environment on a 2.0 GHz Intel Core i7 processor with 8 GB RAM. Table V presents average execution time of calibration over data sets and classifiers based on configurations in table IV. Boot-binning and boot-isotonic regression are computationally more intense and have higher time complexity than binning and isotonic regression. This is expected behaviour because calibration technique using bootstrapping works by repeatedly performing basic calibration (binning or isotonic regression). The number of repetitions depends on the parameter $r$.

The execution time to obtain final calibration using bootstrapping is approximately $r$-times larger than execution time for basis calibration. Some overhead is imputed due to calculation of confidence intervals and merging process of bins. As we set the parameter $r$ to a value of $r = 20$ in our tests, there is a factor of 20 increase in time for calibration with bootstrapping.

### B. Experimental Evaluation

Table VI shows calibration results with respect to the Brier (MSE) measure for all combinations of tested classifiers, calibration methods and data sets. Results are obtained using configuration described in previous section.

In table VII we show calibration results with respect to the CalBin measure. Again, results are obtained using configuration described in previous section.

It is important to remark that general comparisons between methods are done in equal conditions. First of all we are comparing to classification methods without calibration estimating the relevance of calibration. The most interesting comparisons are those between binning and boot-binning method, because proposed boot-binning is implemented as an improvement of the original binning method. Analogously, we are interested in comparison between isotonic regression and boot-isotonic regression.

Differences exist when calibration results are evaluated with CalBin measure. This arises from the different nature of the measures. CalBin namely evaluates only calibration and MSE also evaluates other components.

Table VI offers some observations which confirm our previous knowledge about classification methods, their properties and calibration techniques. Specifically, it is known that isotonic regression is more powerful calibration method ([1], [5]) than simple binning averaging. This explains why both binning and boot-binning methods are in general outperformed by isotonic regression and boot-isotonic regression.

Further, there are substantial differences between predictions made by different learning algorithms and true posterior probabilities.

Empirical comparisons in [1] have shown that maximum margin methods such as boosting and SVMs yield characteristic distortions in their predictions, namely they push probability mass away from zero and one and have sigmoid shaped distortions in probability.

Other methods such as naive Bayes have the opposite bias and tend to push predictions closer to extreme values. Analysis in [1] suggests that random Bayes have the opposite bias and tend to push predictions closer to extreme values. Analysis in [1] suggests that random forests (among some others such as neural nets and bagged decision trees) are the best learning methods for predicting well calibrated probabilities prior to calibration. After calibration the best methods are SVMs and random forests. Concluding, results in table VI confirm results presented in [1].

Figure 1 shows an example how calibration transforms predictions of decision trees.

In experiments (see data set 10 in table VI) where basic calibration methods did not improve probability estimates, that is calibration with basic methods of binning and isotonic regression increased the MSE measure, our proposed methods partially correct this anomaly. Boot-isotonic regression not
only did not increase the MSE measure but has also improved probability estimates returned by classifier. Based on empirical evaluation, boot-isotonic regression could also be used in settings where the benefits of calibration are not assured.

If we observe table VI, it is important to remark how our methods outperform significantly binning averaging and isotonic regression in terms of MSE. Following are the details of the statistical tests.

Further we make additional experiments, grouped by classification method and calibration technique, then we use suitable statistics to confirm the differences in the results are significant. We want to detect if the boot-binning (boot-isotonic regression) significantly improves binning averaging (isotonic regression) method.

Experiments are grouped because we want to avoid testing for significance that can be attributed to used classification method and calibration technique. Namely, we already know [1] that some learning methods predict well-calibrated probabilities prior to calibration and that isotonic regression is more powerful than binning averaging in general.

Based on this reasoning we use two-sided paired Wilcoxon signed-rank test for comparison of two classifiers over multiple
data sets. This test is a non parametric alternative to the paired t-test, which ranks the differences in performances of two classifiers for each data set and compares the ranks for the positive and negative differences, ignoring the signs. Tables VIII and IX show p-values and 95% confidence intervals obtained by testing. For each classifier we are trying to reject the null hypothesis that binning (isotonic regression) and boot-binning (boot-isotonic regression) perform equally well. In that sense we form ten hypotheses, one for each combination of classifier and our proposed calibration method (boot-binning or boot-isotonic regression).

From results in table VIII can be seen, that the p-values are less than the significance level \( \alpha = 0.05 \) and we can reject the null hypotheses concerning binning approach. Boot-binning significantly outperforms binning calibration method for (i) decision trees, (ii) SVMs, (iii) random forests, (iv) boosting, and (v) naive Bayes.

From results in table IX can be seen, that boot-isotonic regression significantly outperforms isotonic regression for (i) decision trees, (ii) boosting, and (iii) naive Bayes. However we cannot reject the isotonic regression null hypotheses for SVMs and random forest.

Boot-binning and boot-isotonic regression are parametric methods and proper settings of parameters greatly influence the performance. Parameters include \( r \), number of iterations; \( T_{\text{count}} \), confidence interval threshold and \( T_{\text{in}} \), intersection threshold between confidence interval and calibration bin.

Our empirical evaluation has shown that increasing the number of iterations improves the performance of calibration. Nevertheless a compromise must be taken as larger \( r \) increases the execution time. Value \( r = 1 \) performs basic calibration, a noticeable improvement of calibration results in terms of MSE and CalBin starts at \( r \) being around 10 and stabilizes at around 30.

The other two parameters depend largely on the characteristics of a data set. Usually, setting \( T_{\text{in}} \) below 0.5 gives poor results, that is, we require that at least half of confidence interval width is contained in the calibration bin. Best results are obtained for \( T_{\text{in}} \) being around 0.7, but this parameter can be fine tuned.

Value of confidence interval threshold should depend on the size of the calibration set and also influences the final number of bins returned by calibration method. Increasing \( T_{\text{count}} \) obstructs the merging of bins and the overall number of returned bins is larger. Setting this parameter to any value greater than \( 0.5 \cdot |S_{\text{cal}}| \) usually gives very poor results.

### C. Anomalies Detection and Removal

In previous subsection we reject the null hypothesis of calibration using bootstrapping and bins’ merging performs equally well as basic calibration of isotonic regression and binning. However, our main aim in this paper is to reduce problems that emerge using isotonic regression on small and noisy data sets. These include poor boundary generalizations and inappropriate intervals (bins) on small and noisy calibration sets.

In this section we demonstrate the performance of proposed method on an artificial data sets described in table X. We examine and compare calibration bins using reliability diagrams and calibration functions.

We test the behaviour of calibration functions in specific anomalies using data sets A1 and A2. The basis for these sets are the joint probability estimates generated with pseudo-random number generator and sorted in ascending order with corresponding class labels. Class labels are assigned in a way...
that the share of positive class increases linearly with respect to the probability estimate. The positive class is marked as 1, the negative as 0. The data set contains 100 examples. Learnt calibration functions are tested on independent test set, which has the properties of data set A0.

In data sets D1 and D2 we test the response of calibration approaches to the gradual addition of noise in the data. Again, probability estimates are obtained by pseudo-random number generator. The positive class distribution is the same as in the A0 data set, classes are balanced and data sets D1 and D2 both contain 100 examples. The noise is added by changing class labels of the number of examples corresponding to the noise rate. Mapping functions learnt on data sets D1 and D2 are tested on independent set D0.

**TABLE X**

DESCRIPTION OF ARTIFICIAL DATA SETS WITH ANOMALIES (A1, A2) AND NOISE (D1, D2).

<table>
<thead>
<tr>
<th>No.</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A0</td>
<td>class labels 0 are before class labels 1; transition is at probability estimate 0.5; linearly increase positive class share</td>
</tr>
<tr>
<td>A1</td>
<td>data set A0 with six class labels 1 at the beginning of the data set</td>
</tr>
<tr>
<td>A2</td>
<td>data set A0 with six class labels 1 around probability estimate 0.3</td>
</tr>
<tr>
<td>D0</td>
<td>linearly increase positive class share</td>
</tr>
<tr>
<td>D1</td>
<td>linearly increase positive class share with 15% of noise</td>
</tr>
<tr>
<td>D2</td>
<td>linearly increase positive class share with 25% of noise</td>
</tr>
</tbody>
</table>

Best results are obtained for parameters: $n_{bin} = 13$ for binning; $r = 15$, $T_{in} = 0.7$, $T_{count} = 15$ for boot-isotonic regression; and $r = 10$, $T_{in} = 0.6$, $T_{count} = 15$, $n_{bin} = 13$ for boot-binning. Figure 2 shows calibration plots for data sets with anomalies and figure 3 for data sets with imposed noise.

Table XI shows results achieved in terms of MSE measure. Boot-isotonic regression outperforms isotonic regression on both data sets with induced anomalies and noise. Boot-binning performs better than binning data sets with anomalies but gives weaker results than binning on data sets with noise.

**TABLE XI**

RESULTS ON DATA SETS A0–A2 AND D0–D2 IN TERMS OF MSE.

<table>
<thead>
<tr>
<th>Data set</th>
<th>IR</th>
<th>Binn</th>
<th>B-IR</th>
<th>B-Binn</th>
</tr>
</thead>
<tbody>
<tr>
<td>A0</td>
<td>0.2433</td>
<td>0.2501</td>
<td>0.2389</td>
<td>0.2410</td>
</tr>
<tr>
<td>A1</td>
<td>0.2481</td>
<td>0.2533</td>
<td>0.2391</td>
<td>0.2400</td>
</tr>
<tr>
<td>A2</td>
<td>0.2412</td>
<td>0.2481</td>
<td>0.2356</td>
<td>0.2378</td>
</tr>
<tr>
<td>D0</td>
<td>0.2319</td>
<td>0.2393</td>
<td>0.2148</td>
<td>0.2256</td>
</tr>
<tr>
<td>D1</td>
<td>0.2522</td>
<td>0.2331</td>
<td>0.2267</td>
<td>0.2357</td>
</tr>
<tr>
<td>D2</td>
<td>0.2491</td>
<td>0.2510</td>
<td>0.2451</td>
<td>0.2501</td>
</tr>
</tbody>
</table>

V. CONCLUSION AND FUTURE WORK

In this paper we discussed the problem of class probability distribution. We have proposed two methods, boot-isotonic regression and boot-binning method, both obtained by improving isotonic regression and binning calibration method, respectively. In this way the problems of poor calibration results on small or noisy calibration sets have been eliminated.

Using statistical tests we reject the null hypotheses, that binning (isotonic regression) and boot-binning (boot-isotonic regression) perform equally well for majority of classifiers. Calibration results show significant improvement using the bootstrapping approach. We are unable to reject the null hypotheses of equal performance between isotonic regression and its bootstrapping improvement for SVMs and random forests.

As future work we propose the analysis of the newly devised methods for multi class problems and comparison of our calibration method with other approaches. Our proposed methods are parametric and careful choice of parameters increases the overall complexity of the approach. In addition the idea of bootstrapping could be applied to various other calibration methods.
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